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Abstract The triple inverted pendulum is a nonlinear,
dynamic and unsteady system. The traditional control
methods of triple inverted pendulum have problems of
limited control accuracy, slow responding. This kind of
pendulum system is difficult to control due to the inher-
ent instability, nonlinear behavior and difficultly in
establishing a precise mathematical model. In addition,
the back-propagation (BP) algorithm has the shortage
of easy trapped in local minimum. The triple inverted
pendulum control based on GA–PIDNN is proposed.
The PID neural network (PIDNN) is a new kind of feed-
forward multi-layer network. Besides multi-layer for-
ward networks traditional merit, such as approach the
ability proceed together the calculation nonlinear trans-
formation, its middle layer has the proportional (P) inte-
gral, (I) derivative, (D) dynamic characteristic. Genetic
algorithm (GA) has good parallel design structure and
characteristics of global optimization. The nonlinear
identification model is established, and controller is
designed via GA–PIDNN based on the combination
of the merits GA and PIDNN in the research of triple
inverted pendulum. In simulation, through the compar-
ative study of GA–PIDNN and PIDNN optimized by
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1 Introduction

As a typical model of multivariable, nonlinear, absolu-
tely unsteady system, the triple inverted pendulum is
usually used as a benchmark for verifying the effec-
tiveness of a new control method, and research inverted
pendulum system to theoretically have the profound
meaning with methodology up [1,2].

In recent years, the “inverted pendulum” has been
studied widely. Moreover, it is also a big theoretical
topic in modern control research. For example, the
adaptive control of rotary inverted pendulum system
with time-varying uncertainties is realized [3], the sta-
bility and Hopf bifurcation in an inverted pendulum
with delayed feedback control is finished [4], and the
variable universe adaptive fuzzy controller based on
variable gain H∞ regulator (VGH∞R) is designed to
stabilize a quadruple inverted pendulum [5]. The triple
inverted pendulum system is difficult to establish a pre-
cise mathematical nonlinear model and realize non-
linear control due to the inherent instability, nonlinear
behavior [6].

As is well known, conventional feedforward multi-
layer neural networks have many advantages so that
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they are most widely used in many fields of the industry.
Neural network oriented genetic algorithm can over-
come the shortcoming of slow convergent speed, imma-
ture convergence and lots of iterations [7].

But the general forward neural networks have no
theoretical guidance which is used to determine the
hidden-layer neurons’ number and mode of connection.
Besides, most of conventional feedforward multi-layer
neural networks are static networks. They cannot easily
deal with dynamic information and often need to add
additional links when realize the accurate identification
and control of dynamic systems [8].

PIDNN is a new kind of neural network [9]. It inte-
grates the advantages of both PID control and neural
structure. Because of PIDNN’s dynamic characteris-
tics, it has a better performance than general forward
network in processing dynamic information. PIDNN
has a fixed structure of 2-3-1, which can be obtained
with corresponding theories. The weights of network
can be adjusted by the control effect.

GA is a kind of directly search method which can be
used to global search based on the mechanics of natural
selection and natural genetics [10]. Besides, GA has the
characteristics of global optimization and effectively
prevent converging into local optimal solution which
does not rely on the specific problems [11]. It does not
depend on the gradient information too.

In addition, BP has some defects such as slow con-
vergence rate and getting into local minimum. To sum
up, the nonlinear identification model and controller
of triple inverted pendulum are designed based on
GA–PIDNN by the combination of the merits GA and
PIDNN.

The rest of the paper is organized as follows. Section
2 presents the optimization of PIDNN by GA. Section
3 specifies the design of nonlinear identification model
based on GA–PIDNN. Section 4 is the design of con-
trol system based on GA–PIDNN. System simulation
results are introduced in Sect. 5, including the perfor-
mance behavior comparing between GA–PIDNN and
BP–PIDNN. Finally, the conclusion is given in Sect. 6.

2 Optimized PIDNN by GA

The core idea of the PIDNN is to incorporate pro-
portional, integral and derivative functions into hidden
layer of the neural network. It has the capability of
directly controlling the complex control systems.
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Fig. 1 Structure of SPIDNN
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Fig. 2 Structure of MPIDNN

2.1 Structure and principle of PIDNN

PIDNN is a dynamic network that exists single-
output PIDNN (SPIDNN) and multi-output PIDNN
(MPIDNN). The basic structure of SPIDNN is 2-3-1,
and the structure of SPIDNN is shown in Fig. 1.

SPIDNNs are composed of input layer, hidden layer
and output layer. The input layer has two neurons, the
hidden layer has three and the output layer has only
one.

The input layer has two proportional (P) neurons,
one receives system setting input and another connects
system output. The hidden layer has three neurons,
which are proportional (P) neuron, integral (I) neuron
and derivative (D) neuron. The output layer has only
one neuron which completes the control output duty
[11]. MPIDNN needs to combine several SPIDNN in
parallel. The structure of MPIDNN is shown in Fig. 2.
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2.2 Algorithm of PIDNN

The input layer of MPIDNN has 2n neurons, and the
input-output functions are as follows

netsi (k) = rs(k)

netsi (k) = ys(k)
(1)

where s is the number of subnet (s = 1, 2, . . . , n), i
is the number of subnet’s input layer (i = 1, 2). k is
computer sample time.

The states of input-layer neurons are

usi (k) = netsi (k) (2)

The input-layer neurons are linear neurons [12].
Because of the linear relationship between input and
output, the outputs of input layer neurons can be
expressed as follows

xsi (k) = usi (k) (3)

The hidden layer includes n proportional (P) neu-
rons, n integral (I) neurons and n derivative (D) neu-
rons. The inputs are

net ′s j (k) =
2∑

i=1

wsi j xsi (k) (4)

where j is the index of hidden-layer neurons ( j =
1, 2, 3), xsi (k) is the output of input-layer neurons and
wsi j is the weight from input layer to hidden layer.

There are three state functions of the hidden-layer
neurons. The state of P-neuron is

u′
s1(k) = net ′s1(k) (5)

The state of I-neuron is

u′
s2(k) = u′

s2(k − 1) + net ′s2(k) (6)

The state of D-neuron is

u′
s3(k) = net ′s3(k) − net ′s3(k − 1) (7)

The outputs of hidden-layer neurons are

x ′
s j (k) =

⎧
⎪⎨

⎪⎩

1, u′
s j (k) > 1

u′
s j (k), −1 ≤ u′

s j (k) ≤ +1

−1, u′
s j (k) < −1

(8)

The output layer has n neurons, the inputs of the
neurons are

net ′′h (k) =
n∑

s=1

3∑

j=1

w′
s jh x ′

s j (k) (9)

start
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Evaluate individual's fitness

Meet the termination's condition?
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Mutation

End

No
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Design the suitable structure of PIDNN

The optimal structure of PIDNN

Fig. 3 Flow diagram of PIDNN optimized by GA

where h is the index of output-layer neurons (h =
1, 2, . . . , n), x ′

s j (k) is the output of hidden-layer neu-
rons and w′

s jh is the weight from hidden layer to output
layer.
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The states of output-layer neurons are

u′′
h(k) = net ′′h (k) (10)
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Fig. 4 Structure of the triple inverted pendulum

The outputs of output-layer neurons are

x ′′
h (k) = u′′

h(k) (11)

The input-output functions of output layer are the
following proportional (P) functions

vh(k) = x ′′
h (k) (12)

The objective function of MPIDNN is

J =
n∑

p=1

E p =
n∑

p=1

l∑

k=1

[rp(k) − yp(k)]2 (13)

where p is the index of training samples (p =
1, 2, . . . , n), l is the number of sampling points. rp(k)

is the setting values of variables, yp(k) is the practical
output values of variables. In the actual programming,
the objective function is so.
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2.3 Optimization process of GA–PIDNN

GA is a high efficient, parallel, global search method
based on the mechanics of natural selection and natural
genetics. It is used to deal with many individuals in the
group at the same time, which ensures the performance
of global search. The process of GA mainly includes
selection, crossover and mutation operator. Selection

The triple inverted pendulum
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Fig. 6 Structure of GA–PIDNN nonlinear identification system

operator is intended to improve the average quality
of the population by the high-quality chromosomes,
a better chance to get copied into the next generation
[13].

In the process of crossover, two individuals are
mated in order to exchange genetic information. The
chromosomes, which represent the two paths, are bro-
ken at the same (random) place and combined together
creating two new individuals [14]. The searching ability
of GA is mainly entrusted by selection and crossover.
The mutation operator is built into the proposed strat-
egy to maintain population diversity and improve the
ability of global exploration. Every point of the space
can be searched because of the existence of mutation
operator. GA can avoid falling into the local optimum
in the process of searching and achieve a global optimal
solution.

GA firstly encodes feasible solution into initial pop-
ulation. Then, the better region in the search space
can be got by the actions of selection, crossover and
mutation operations of any initial population. The cycle
process will finally converge to the group individuals
which are best adapted to the environment and obtain
the optimal solution by decoding [15].

In the process of searching, GA only makes the fit-
ness function as criteria and uses the individuals’ values
of fitness to search the optimal solution. Therefore, the
fitness function affects the convergence rate and the
problem whether to find the optimal path directly. The
definition of the fitness function is critical [16]. This
paper takes the objective function J of PIDNN as the
fitness function and getting the minimum fitness func-
tion value is the optimization objective.

GA–PIDNN nonlinear identification model and con-
troller are optimized by GA. To make the search process
more convenient, GA toolbox and real number coding

Fig. 7 Structure of the
triple inverted pendulum
control system
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method are used. The parameters of GA mainly include
population size, stopping generations, crossover prob-
ability and mutation probability. In this paper, the
default values of the parameters are used, population
size is 20, crossover probability is 0.8, and mutation
probability is adaptively ranges from 0.01 to 0.1. The
flow diagram of PIDNN optimized by GA is shown
in Fig. 3.

3 Design of nonlinear identification model based
on GA–PIDNN

The triple inverted pendulum system consists of a cart
placed on a track, pendulum 1, pendulum 2, pendu-
lum 3, horizontal guide, servo motor and belt pulley
[15]. Pendulum 1, pendulum 2 and pendulum 3 are
connected by bearing, and the bearing can be rotated

Fig. 8 Structure of
GA–PIDNN control system
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Fig. 9 GA optimization
results of nonlinear
identification system by GA
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freely in vertical plane of the parallel guide. The triple
inverted pendulum device is shown in Fig. 4.

The multivariable system can be controlled by
GA–PIDNN, and every controlled variable has per-
fect dynamic and static performances. GA–PIDNN
can establish nonlinear identification model of con-
trolled object based on the input/output data, even if
the internal structure and parameter of actual system
are unknown. The input/output data can be gained
from actual system or anyone nonlinear mathemati-
cal model; to facilitate validating and simulating, it is
obtained from a mathematical model which is shown
as follows.

Based on the Lagrange equations of analytical
mechanics, the inverted pendulum can be expressed as
shown below:

W = F(X) (14)

where W is [ẍ, θ̈1, θ̈2, θ̈3], and x, θ1, θ2, θ3 are values
of displacement of cart, the angle of the pendulum
1, the angle of the pendulum 2 and the angle of the
pendulum 3. X is the current state variables of sys-
tem, X = [x, θ1, θ2, θ3, ẋ, θ̇1, θ̇2, θ̇3]. F is the nonlin-
ear mapping function from X to W. The perfect, precise
and nonlinear model is established with simulink based
on formula 14, it is shown in Fig. 5.
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Fig. 10 The simulation results of nonlinear identification system. a The displacement of cart, b the angle of pendulum 1, c the angle
of pendulum 2, d the angle of pendulum 3
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GA–PIDNN nonlinear identification model of triple
inverted pendulum can achieve favorable tracking of
complex nonlinear system when the actual system
dynamics functions are unknown. The triple inverted
pendulum has one input variable and four output vari-
ables; therefore, its GA–PIDNN identifier needs to
combine four SPIDNNs in parallel, which contain 72
weights. The weights are composed of 24 weights from
input layer to hidden layer and 48 weights from hid-
den layer to output layer. The structure of GA–PIDNN
nonlinear identification system is shown in Fig. 6.

where r1, r2, r3, r4 are the setting values which are
the displacement of cart, the angle of the pendulum 1,
the angle of the pendulum 2 and the angle of the pendu-
lum 3. y1, y2, y3, y4 are the measurements of the corre-
sponding control variables and y1

′, y2
′, y3

′, y4
′ are the

corresponding outputs of GA–PIDNN nonlinear iden-
tification model. Besides, u is the external force which
controls the cart’s movement.

4 Design of control system based on GA–PIDNN

The GA–PIDNN controller is designed for the triple
inverted pendulum. PIDNN’s weights are adjusted by
GA, and it can achieve perfect performances by fast
learning. The structure of triple inverted pendulum con-
trol system is shown in Fig. 7.

With triple inverted pendulum, its GA–PIDNN con-
troller needs to combine four SPIDNN in parallel,
which contain 36 weights. The weights are composed
of 24 weights from input layer to hidden layer and 12
weights from hidden layer to output layer.

The identification system is done online, GA–
PIDNN has many advantages such as simplicity, fast
learning and powerful real-time performance, and this
method is suitable for online learning and structure
adjustment of multi-input systems. Therefore, this
method can be applied in the problem of black box.
Using GA–PIDNN nonlinear identification model of
triple inverted pendulum as controlled object, the struc-
ture of GA–PIDNN controller is shown in Fig. 8.

5 The study of simulation

In order to verify the validity of the research method
proposed in this paper, simulation experiments are con-
ducted and the results are presented as follows.

5.1 Simulation study of identification system

According to the accurate, complete, nonlinear model
of triple inverted pendulum advice, the input/output
data can be obtained as the sample data of identification
model.

Fig. 11 The GA
optimization results of
control system by GA
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GA–PIDNN nonlinear identification model includes
72 weights to be optimized. The squared error is taken
as the fitness function, and the curves of fitness function
value and the best individual are shown in Fig. 9.

The simulation results of GA–PIDNN nonlinear
identification system after online learning are shown
in Fig. 10.

Figure 10 shows that GA–PIDNN identifier has a
perfect tracking performance for the triple inverted pen-
dulum. It can be observed that the identification has
high precision, and the output curves of cart displace-
ment and angel of three pendulums are basically coin-

cident. With the same simulation conditions, the tradi-
tional BP algorithm is used to optimize PIDNN, and
the comparative curves are shown in Fig. 10. We can
see that the output curves of PIDNN based on GA is
closer to the actual system than BP algorithm which
verify the effectiveness of the designed method.

5.2 Simulation study of control system

GA–PIDNN controller includes 36 weights to be opti-
mized. The curves of fitness function value and the best
individual are shown in Fig. 11.

/x
m

/t s
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

-2

0

2

4

6

8

10

12
x 10-3

Control result optimized by BP
Control result optimized by GA

(a)

2
/r
ad

/t s
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2
x 10-3

Control result optimized by BP
Control result optimized by GA

(c)

1
/r
ad

/t s
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

-8

-6

-4

-2

0

2

4
x 10-3

Control result optimized by BP
Control result optimized by GA

(b)

3
/r
ad

/t s
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2
x 10-3

Control result optimized by BP
Control result optimized by GA

(d)

Fig. 12 The simulation results of control system. a The displacement of cart, b The angle of pendulum 1, c The angle of pendulum 2,
d The angle of pendulum 3
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The simulation results of GA–PIDNN control sys-
tem after online learning are shown in Fig. 12.

Fig. 12 shows that four controlled variables can
achieve stability quickly by GA–PIDNN controller.
Obviously, GA–PIDNN controller has the advantages
of high accuracy, fast response and little overshoot over
BP–PIDNN. GA has the character of global optimiza-
tion which has not the shortage of easy trapped in local
minimum. Therefore, it is a good control method which
can meet the requirement of the triple inverted pendu-
lum.

6 Conclusions

(1) PIDNN has the virtue of simple structure, the sys-
tem easy to design and it need not require priori
knowledge of the object system.

(2) Simulation results confirmed that GA could over-
come intrinsic shortcomings of BP algorithm,
including low learning efficiency, slow conver-
gence rate and being easy to fall into local min-
ima. Therefore, GA–PIDNN combined PIDNN
with GA is a vivid method to solve the complex
problem.

(3) Simulation results also demonstrate that GA–
PIDNN nonlinear identification model of triple
inverted pendulum has strong recognition ability
and provides the basis for high-precision control.

(4) GA–PIDNN control system can achieve nonlin-
ear control of triple inverted pendulum with sim-
ple structure. GA–PIDNN is an effective control
method and provides new ideas for the control of
nonlinear dynamic system.
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